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We are grateful to Hannes Rakoczy, Shannon Spaulding and Tadeusz Zaw-
idzki for three illuminating and very helpful critical commentaries. Here we
report some of what we have learned from them and answer the objections.
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2. Predictions: How are we doing so far? (HR)

There are multiple theories of mind, including a minimal one and a more so-
phisticated one associated with adult humans at their most reflective. In our
paper we aimed to describe how to construct a minimal theory of mind, and
we offered some conjectures. One of these conjectures was that mindreading
in infancy involves minimal theory of mind. Hannes Rakoczy’s commentary
introduces new evidence in support of that conjecture.

This is very welcome. Rakoczy also identifies a gap in our reasoning
about how the conjecture about infants mindreading could be tested. We
agree with Rakoczy that we made a mistake, and we’re delighted that a study
by him and his colleagues enables us to fix our mistake. In what follows we
describe exactly where we went wrong and how the fix enables us to correct
this mistake.

2.1. Signature limits

How can we tell, for a particular type of subject and task, which theory of
mind is being used? And how can we tell whether the same theory of mind
is being used in two different cases? By means of signature limits.

But what are signature limits? To answer this question, first consider a
case where the use of signature limits is well established: physical cognition.
Suppose you are interested in a particular cognitive phenomenon, represen-
tational momentum (say), and you want to know what sort of theory of the
physical underpins it. Does this phenomenon reflect Newtonian principles
or a theory on which objects have impetus? Here’s how you decide. First,
think about the Newtonian and impetus theories. In what situations do the
theories make different predictions? Take one of these situations, and let it
be one in which only the impetus theory makes an incorrect prediction. This
prediction is a signature limit of the impetus theory. Now consider the con-
jecture that the cognitive phenomenon under study (representational mo-
mentum, or whatever) reflects impetus theory. If that conjecture is correct,
the signature limit of the impetus theory should be revealed in the cognitive
phenomenon. By contrast, the conjecture that the cognitive phenomenon
under study reflects Newtonian principles makes no such prediction. Ac-
cordingly we can test the conjecture that the cognitive phenomenon reflects
an impetus-based theory of the physical by testing predictions derived from
signature limits of the impetus theory (Kozhevnikov & Hegarty 2001).

In general, a signature limit of a theory is a set of predictions of the theory
which are incorrect, and which are not predictions of other theories under
consideration. As the study just mentioned (Kozhevnikov & Hegarty 2001)
beautifully illustrates, identifying signature limits can make it possible to test
conjectures about which theory underpins a given cognitive phenomenon.



We applied this general idea to the case of mindreading. Just as there are
multiple theories of the physical, so also there are multiple theories of mind.
Some of these theories are more accurate but relatively complex, others are
simpler but less accurate. It would be a mistake to assume that there is just
one theory of the physical in terms of which we must understand every cog-
nitive process. Similarly, there is no good reason to suppose that there is just
one theory of mind in terms of which all mindreading must be understood.
Where there is mindreading we can ask which theory of mind is in play. And
signature limits provide a way to answer this question.

2.2.  Multiple steps in acquiring non-minimal theories of mind

Hannes Rakoczy in his commentary identifies a gap in our reasoning about
signature limits. We claimed that one signature limit of minimal theory of
mind is a set of predictions involving false beliefs about the identities of ob-
jects (as illustrated by Lois Lane’s mistakes about Superman and Clark Kent).
Put roughly, minimal theory of mind makes incorrect predictions about what
Lois Lane, whose beliefs entail that there are two individuals where in fact
there is just one, will do. Now for these predictions to be a signature limit,
it is not enough for them to be incorrect. They must also not be predictions
of any other theory under consideration. We failed to properly evaluate this
additional requirement in our paper because we were making a simplifying
assumption. The simplifying assumption was that the only other theory of
mind under consideration was the one true, perfectly complete theory of
mind. Of course things are not this simple, and not only because there is no
such theory of mind. Things are not this simple because acquiring a non-
minimal theory of mind is a protracted process involving multiple steps.

We know that acquiring a non-minimal theory of mind involves multiple
steps in part because Rakoczy himself, in earlier work with Warneken and
Tomasello (2007), showed that three year olds who fail a standard false be-
lief task nevertheless understand the possibility of incompatible desire. So
we cannot think of the acquisition of a non-minimal theory of mind as the
sudden appearance of an ability to apply the one true, perfectly complete
theory of mind. Rather, as several others have suggested, we should think of
the acquisition of a non-minimal theory of mind as involving a succession
of theories of mind.

Rakoczy’s commentary has made us realise that this affects our claim
about the signature limits of minimal theory of mind. In a developmental
context, for a prediction to be a signature limit of minimal theory of mind it
must not be a prediction of any of the theories of mind which appear in the
course of acquiring a non-minimal theory of mind. (This is Rakoczy’ claim
(b) on page 2 of his commentary.)

So far Rakoczy has provided a very welcome theoretical clarification. But



every silver lining has a cloud. Consider three- and four-year-olds’ progress
in acquiring a non-minimal theory of mind. Is there a stage at which they
have a theory of mind which enables them to track false beliefs about lo-
cation (and perhaps other properties) but not about identity? As Rakoczy
notes, there is some evidence which might appear to indicate there is such a
stage and—prior to the efforts of him and his collaborators—no evidence to
the contrary. So there was a huge gap in our justification for the claim that
false beliefs about identity are a signature limit of minimal theory of mind
in this developmental context.

2.3. The rabbit/carrot and the rescue/sting

Fortunately for us, Rakoczy et al. (2013) provide some exciting new findings
which, as a side-effect, fill the gap in our reasoning. These findings indicate
that, when three- to six-year-olds’ are tested using some explicit measures,
understanding false beliefs about location (say) is tied to understanding false
beliefs about identity. So in the case of infant mindreading, the other relevant
theories of mind do not make the incorrect predictions involving false beliefs
involving identity which follow from minimal theory of mind. Thus Rakoczy
rescues our favourite signature limit.

We were just about to offer him our hand in marriage when one of us felt
a sting in the rescue. In saving the conjecture about infant mindreading in-
volving minimal theory of mind, Rakoczy appears to have shown that one of
us was wrong about children’s developing understanding of intensionality.
We are still thinking about this.

Rakoczy’s new findings also allow us to address a problem raised by
Tadeusz Zawidzki. Rakoczy’s experiments involve what is in fact a single
object with two aspects. Everything depends on the subjects knowing this.
Zawidzki notes that subjects might see things differently: they might, for
example, think of the single object as two objects. In this case, what we
as theorists interpret as a test concerning false beliefs about identity would
collapse into a test concerning false beliefs about location. We agree with
Zawidzki that this is a potential problem. Indeed, it belongs to a family of
problems we have encountered in designing experiments. Two things help
in overcoming these problems. First, in some cases we can draw on evi-
dence about infants’ understanding of identity (e.g. Cacchione et al. 2013),
avoiding the need to rely on mere guesses about their perspective. Second,
Zawidzki’s problem does not arise when the evidence indicates that subjects
fail to understand false beliefs involving identity. It only arises when the

1 Note that this gap in our reasoning should not apply in the case of adult participants

because we know that adults can track false beliefs involving mistakes about identity.
Failures to track false beliefs involving mistakes identity in adults’ automatic mindread-
ing reflect a signature limit of minimal theory of mind (compare Low & Watts 2013).



evidence indicates that subjects do understand false beliefs about identity.
So the problem arises in Rakoczy and colleagues’ ‘explicit’ studies, which
provide evidence that, when asked to make verbal predictions, subjects find
it no harder to take into account another’s false belief about identity than
a false belief about location. Fortunately in studies like these it is relatively
straightforward to check subjects’ understanding of the objects. So far, then,
the problem can be overcome.

3.  Mindreading vs behaviour reading (SS)

Where does behaviour reading end and mindreading begin? We conjecture
that infants and others sometimes track others’ beliefs by virtue of represent-
ing their registrations. (Registration is a state that we constructed in such
away that, in a limited but useful range of situations, registration and belief
are correlated.) Shannon Spaulding challenges us to say how our conjecture
differs from ‘the behavioural account’ of infants’ competence.

3.1. Behaviour reading: two approaches

On confronting this challenge we immediately hit an obstacle. The obstacle
is that there are different approaches to characterising behaviour reading.
One approach is based on investigations of how humans and others are able
to extract patterns of behaviour from continuous bodily movements inde-
pendently of any knowledge of agents’ goals and mental states. This can be
understood as a matter of solving three problems. First, there is the problem
of identifying basic chunks of behaviour. This is thought to involve sensitiv-
ity to a variety of movement features (Baldwin et al. 2001; Zacks 2004; Hard
et al. 2006). Second, there is the problem of working out which sequences
of chunks form larger units of interest. There is some evidence that tran-
sitional probabilities in the sequence of chunks could in principle be used
to identify significant units, much as phonemes can be grouped into words
by means of tracking transitional probabilities (Saffran et al. 1996; Gomez
& Gerken 2000). Further, Baldwin et al. (2008) demonstrated that adults
can learn to group small chunks of behaviour into larger word-like units
on the basis of statistical features alone. Then, third, there is the problem
of identifying hierarchical patterns in behaviour, that is, patterns connect-
ing non-consecutive units. To illustrate, consider observing someone tasked
with making a burger. Their task involves several steps whose order is only
loosely constrained, where some of these steps can be omitted or replaced
(cheese burger, chilli burger) and where steps can be interspersed with ir-
relevant actions (answering the phone or avoiding a projectile). This is why
grouping together all and only the behavioural units involved in making a



burger involves discerning hierarchical structure. In general, discerning hi-
erarchical structure appears to be cognitively demanding (Cohen et al. 1990).
There appear to be limits on the types of structure that even human adults
can learn (Newport & Aslin 2004), and there is no convincing evidence that
nonhumans can learn arbitrary hierarchical patterns (Corballis 2007). In-
sofar as it is possible at all, learning hierarchical patterns may depend on
comparing what happens on different occasions and relying on changes in
motion features (Byrne 2003).

This first approach to characterising behaviour reading has been much
ignored in research on social cognition. This is unfortunate because min-
dreading of any kind surely depends on behaviour reading. Also, better
understanding the mechanisms that make behaviour reading possible (and
their limits) may well have consequences for understanding how mindread-
ing emerges in evolution and development.

If we approach behaviour reading in this first way, answering Spauld-
ing’s challenge to distinguish minimal theory of mind from behaviour read-
ing is straightforward. The fact that minimal theory of mind involves identi-
fying to which goals actions are directed is already sufficient to distinguish
it from behaviour reading (which starts from continuous bodily movements
and makes no use of the notion of goal-directed action). In addition, minimal
theory of mind is a causal theory (see Section 5 on page 11) whereas the aim
of behaviour reading is to extract patterns. Finally, behaviour reading does
not involve states which, like registration, are defined by their functional
roles.

That was much too easy. Clearly Spaulding does not have this approach
to behaviour reading in mind. What does she envisage?

There is an alternative approach to characterising behaviour reading.
This alternative approach is unconstrained by investigations of mechanisms.
Instead the idea is to start with a set of propositions concerning the condi-
tional probability that a particular type of goal-directed action will occur
given that certain other goal-directed actions have occurred. Behaviour
reading is then the application of these propositions to predicting (and
maybe influencing) which goal-directed actions will occur in the future. In
facing Spaulding’s challenge we have to think of behaviour reading in this
second way.

As an aside, note that we should be cautious in considering hypotheses
about behaviour reading as characterised in this second, less constrained
way. There is quite good evidence that at least some animals (adult humans)
do represent facts about others’ mental states and are thereby able to do
things that they might not otherwise be capable of. By contrast, there is
remarkably little evidence that any animals represent facts about conditional
probabilities linking goal-directed actions and are thereby able to do things.
If we take the second approach to characterising it, there may turn out to be



no such thing as behaviour reading.

This is not to say, of course, that Spaulding’s challenge is not a good one.
Even if there turns out to be no such thing as behaviour reading, it might
still be informative theoretically to contrast it with minimal theory of mind.

3.2. How minimal theory of mind differs

How can we answer Shannon Spaulding’s challenge to distinguish minimal
theory of mind if we think of behaviour reading as the use of behavioural
rules—that is, propositions concerning the conditional probabilities linking
goal-directed actions—to make predictions?

An initial response to this challenge would be to note that registration is a
state, not a behaviour. If behaviour reading involves applying rules concern-
ing the conditional probability that one type of behaviour will occur given
that another has occurred, then our approach is clearly different.

But this response is mistaken. After all, behavioural rules can surely
apply not just to behaviours, but also to bodily configurations and their
relations to the environment. Thus Povinelli and Vonk in formulating be-
havioural rules invoke a relation that obtains between an agent and an object
when the agent is ‘oriented to’ that object (Povinelli & Vonk 2003). So our
conjecture about minimal theory of mind does not differ from a behavioural
rules account just in virtue of invoking states.

How else could we answer Spaulding’s challenge to distinguish our con-
jecture from one involving behavioural rules only? Tadeusz Zawidzki im-
plies that we construe registrations as ‘internal, unobservable states’. If this
were our view, we might try to distinguish our conjecture by saying that
registrations are off-limits to proponents of behavioural rules because, un-
like bodily configurations, they are internal, unobservable states. Certainly,
some researchers have attempted to contrast behavioural states with mental
states along these lines. But this is not our view. It is not our view because
we are not yet fully convinced that mental states are unobservable (compare
Smith forthcoming), nor that all behaviours are observable. And, more sim-
ply, it is not our view because we don’t have the first idea how to provide
an empirically motivated distinction between the observable and the unob-
servable, nor between the internal and external. Tadeusz Zawidzki suggests
we should place no weight on such contrasts, and we agree.

At this point we despair of finding a quick and easy answer to Spauld-
ing’s challenge. But we do have a long and complex one. To answer the
challenge we need to ask, What is a mental state? To start with the least
controversial, let us assume that a mental state involves three things: a sub-
ject (Ayesha or Henry, for example), an attitude and a content (see figure 1
on the next page). Familiar attitudes include believing, wanting, intending
and knowing. The content is what distinguishes one belief from all others,



Ayesha believes Ayesha will cycle up Harmashatar hill
Steve desires that s/he will cycle up Harmashatar hill
Henry intends a Henry will win the lottery

Subject Attitude Content

Figure 1: Mental states involve subjects having attitudes toward contents.

or one desire from all others. The content is also what determines whether a
belief is true or false, and whether a desire is satisfied or unsatisfied. Some-
one who wanted to construct a model of the mental would need to do at
least two things. She would need to characterise some attitudes, which typ-
ically involves specifying their distinctive causal and normative roles. And
she would need to identify a scheme for distinguishing among contents; this
typically involves one or another kind of proposition, although some have
suggested other abstract entities including map-like representations.

Theorists occasionally appear to take for granted that there is a unique,
well-supported, fully accurate, normative model of the nature of mental
states, and that what research on mindreading tests is how well or badly
different groups—infants, chimps, scrub jays and the rest—can apply this
model in tracking others’ mental states. But we doubt that anyone would,
on reflection, endorse this view. After all, there is longstanding, substantial
debate about the nature of mental states. This debate concerns both how the
attitudes should be characterised (e.g. whether belief is characterised by ap-
peal to norms or not) and how the contents of beliefs should be distinguished
(e.g. by appeal to one or another kind of proposition). The idea that we the-
orists have a single well-supported and fully accurate characterisation of the
mental states is, as things stand, pure fantasy.

This observation is the inspiration for our approach. Like the Wombles
who are famous for making good use of things people leave behind, we are
recycling a flawed, much too simple attempt to characterise belief. On this
attempt, the attitude is specified by the five principles we give in our pa-
per, and the scheme for distinguishing among contents involves relations
between objects and locations (or other properties) rather than propositions.
(But note, incidentally, that some varieties of propositions are relations, just
more complex relations than those we consider.) As an attempt to charac-
terise belief, the attempt is almost but not entirely unsuccessful. We can
therefore turn things on their head. Let us use ‘registration’ as a term for
that state, whatever it is, that the account does characterise. This allows us
to make good use of what was formerly a failed attempt to characterise be-



lief: we can use it as a conjecture about the belief-like states that might be
represented as proxies for belief.

In characterising registration, we give an account of its functional role
by specifying principles relating it to goal-directed action, and we give an
account of how the contents of registrations can be distinguished by appeal
to relations between objects and locations.? Of course registration is simple
in that its functional role is not elaborate and in that it is only possible to
distinguish between the contents of registrations in a relatively crude way.
But registration is not thereby any less of a mental state than full-blown
belief or desire (whatever exactly those turn out to be).

But is registration a mental state? On some philosophers’ views, belief
differs from registration only in that its functional role is more complex and
in that specifying its content requires something more sophisticated than a
two-place relation. These philosophers’ views provide no reason to deny that
registration is a mental state. By contrast, other philosophers’ views entail
that an account of belief requires a special ingredient not needed for charac-
terising registration, perhaps consciousness or normativity. These philoso-
phers’ views may provide reasons to deny that registration is a mental state.

What can we conclude? First, that there are views about the nature of
belief which, if true, would support the claim that registration is a mental
state. And, second, that whether registration is actually a mental state prob-
ably hinges on some quite deep controversies.

Our simple-minded impulse is to duck these controversies. We can sal-
vage two things that matter. First, we might have done something towards
showing how to construct a minimal theory of mind even if it turns out that
the principles we offered aren’t quite sufficient and an additional ingredi-
ent is needed to introduce genuinely mental states (whatever exactly these
are). Second, standard false belief tasks (e.g. Wimmer & Perner 1983) do not
test for understanding things like the normative aspects belief. This suggests
that on the notion of a mental state implicit in much theory of mind research,
registrations are mental states.

So how does minimal theory of mind differ from the use of behavioural
rules? Itinvolves ascribing registration, which is a mental state or something
very like one.

2 Incidentally, Spauding writes that ‘representing registration consists in representing an

agent’s recent encounter of an object” In fact our principles do not provide such a tight
link between encountering and registration. The fourth principle allows for the possibil-
ity that someone registers an object at a location despite never having encountered it. As
we mention in the paper, this is necessary given findings such as those of Triuble et al.
(2010).



4. Tracking vs Representing (TZ)

We argue that representing others’ beliefs is just one way of tracking them,
and that there are other belief-like mental states representing which would
enable you, within limits, to track beliefs. This was the point of character-
ising the notion of registration: in a limited but useful range of situations,
someone could track beliefs by virtue of representing registrations.

In making this argument we are depending on a distinction between rep-
resenting something and tracking it. Consider mass, for instance. Some in-
dividuals can represent the masses of things, and thereby track their masses.
But, plausibly, there are individuals who cannot represent the masses but
only the weights of things. Fortunately, mass and weight are closely related
around here. This means that, around here at least, representing objects’
weights can be a way of tracking their masses.

Can we be more precise about the notion of tracking? We offered this
working definition: To say that someone can track others’ beliefs is to say
that she has an ability which exists in part because exercising it brings bene-
fits obtaining which depends on exploiting or influencing facts about others’
beliefs.

Tadeusz Zawidzki notes that there are theories of representation on
which the distinction between representing and tracking cannot be drawn in
the way we want to draw it. A feature of these theories is that the following
inference is valid:

1. S can track beliefs by virtue of representing registrations.
Therefore:
2. S’s representations of registrations are representations of beliefs.

Zawidzki challenges us to say what blocks the inference. Let us put the
challenge this way. Suppose an individual is able to track others’ beliefs by
virtue of representing registrations. What more would be needed to make it
the case that she is representing beliefs?

This is a good question but we are reluctant to answer it because the same
question arises for many things other than belief. It also arises for mass and
toxicity, for instance. Given that even quite good philosophers’ attempts
to identify general truths about representation have met with hardly any
success, there may not be much more that we can usefully say to contrast
representing with tracking. Even so, perhaps one observation about repre-
sentation in general will help. Which content a particular representation
has is linked both to the conditions under which the representation does or
might exist (the input conditions) and also to the conditions under which
the ways in which this representation does or might influence action would
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be beneficial to its subject (the output conditions). Zawidzki may be right
that theories of representation which focus exclusively on output conditions
are unlikely to succeed in distinguishing representing from tracking. (And
a converse problem results from focussing exclusively on input conditions:
what ought to be representations of distal phenomena end up as represen-
tations of their proximal correlates.) This tells us that an adequate theory of
representation will need, somehow, to balance input and output conditions
in specifying what is represented. Doing so will yield the required distinc-
tion between tracking and representing. But we confess that we have no
idea how this might be done.

5. Intervening variables (TZ)

Tadeusz Zawidzki notes that we didn’t properly explain the claim that any-
one using all the principles we invoked in constructing a minimal theory of
mind is thereby treating the belief-like state we characterise, registration, as
an intervening variable.

We should start by explaining how we understand the notion of an inter-
vening variable. Suppose you have a causal model of a situation involving
two binary variables: the weather can be cold or not and the street can be
safe or dangerous for walking. Your model says that cold weather increases
the probability that the street will be dangerous for walking (see figure 2 on
the following page). In this first model there are no intervening variables.
But suppose you now switch to a second, revised model. On this model
there is a new variable: ice can be present or absent. This new variable in-
tervenes between cold weather and dangerous streets. That is, cold weather
increases the probability that ice will be present, and the presence of ice in
turn increases the probability that the street will be dangerous for walking
(see figure 3 on the next page). To our simple-minded, ahistorical way of
thinking, the state of the ice (present or absent) is an intervening variable.
This is true even if the state of the ice is no less observable than any of the
other variables in the model. So in invoking the notion of an intervening
variable, we are ignoring some of the historical context in which this notion
was introduced to focus on what we take to be the core idea.

Now we can explain why anyone using all the principles we invoked in
constructing a minimal theory of mind is thereby treating registration as an
intervening variable. The principles have three consequences. First, registra-
tion is only defeasibly linked to encountering; someone using minimal the-
ory of mind may infer that an individual registers an object at a location even
though that individual has never encountered the object at that location.
Second, registration is not reducible to action: in some cases it is possible
(according to the principles) to register an object at a location just in virtue
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Figure 3: The presence of ice is an intervening variable.

of encountering it there and so without ever performing a goal-directed ac-
tion whose goal specifies that object. And, third, encountering causally in-
fluences registration which in turn causally influences goal-directed action.
The first two consequences tell us that registration cannot be identified with
either encountering or acting. And the third consequence tells us that regis-
tration intervenes between encounters and actions.

Zawidzki might object that the notion of an intervening variable (even as
we understand it) only makes sense in the context of a causal model. Why
suppose that anyone using minimal theory of mind treats registrations as
causal influences on actions? Here we should make a concession. If someone
were using minimal theory of mind merely to predict others’ actions, there
may be no reason to suppose that they are treating registrations as causes.
But the principles we offer can support interventions as well as predictions.
Accordingly, some individuals may use minimal theory of mind in order to
manipulate others’ actions, not only to predict them (compare Knudsen &
Liszkowski 2012 and Dally et al. 2005). And, inspired by Woodward (2003),
we take this to amount to treating the variables as causally related.
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6. Computational Descriptions vs Mechanisms (TZ,
SS)

Tadeusz Zawidzki is right to call for care and clarity on the relationship be-
tween claims at a computational level of description and claims about im-
plementation. He’s also right that our wider project involves both. The two-
systems view advanced in Apperly & Butterfill (2009) and Apperly (2010)
is a view about implementation—that is, about characteristics of the cog-
nitive processes involved in tracking beliefs and other mental states. This
view is theoretically motivated by the observation that tracking beliefs and
other mental states needs to be both highly flexible and cognitively efficient,
which are difficult characteristics to reconcile in a single system. And the
two-systems view is empirically motivated by mounting evidence for con-
clusions that would otherwise be contradictory: that tracking beliefs and
other mental states can be both cognitively effortful on the one hand and
automatic and efficient on the other.

Our two-systems view makes only a relatively abstract claim about im-
plementation and leaves much open. Importantly, our view is agnostic about
whether there are two or more systems. (We did say this at the outset, but
it should have been clearer.) As comparison with the case of number indi-
cates, where some researchers propose distinct cognitively efficient systems
for representing analogue magnitudes and for individuating small sets (e.g.
Carey 2009), it is coherent to suppose that cognitively efficient mindreading
involves multiple systems.

Claims about implementation constrain and are constrained by claims at
a computational level of description. Anyone who has a two-systems view
about abilities to track beliefs and other mental states needs to explain how
cognitive efficiency could be achieved, and how flexibility could be achieved.
In both cases, these explanations will involve claims at a computational level
of description. Facts about what a system represents constrain how cogni-
tively efficient it could be, and how much flexibility it could support.

Minimal theory of mind is a systematic attempt to characterise a form of
mindreading simple enough to be achieved by a cognitively efficient system.
It is couched at a computational level of description, and could be imple-
mented in a variety of ways. For instance, it could be implemented with
map-like representations to capture others’ beliefs about the locations and
properties of significant objects. So in our overall project, implementation
will come in twice: once with the idea that there are two (or more) systems,
and again when we ask how minimal theory of mind is implemented. Min-
imal theory of mind, then, is not an amendment or alternative to our two-
systems account, but rather an attempt to deliver on our earlier promissory
note that cognitively efficient mindreading is possible.
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7. Minimal theory of what? (TZ)

Why is what we call ‘minimal theory of mind’ a theory of mind? Why isn’t
it a version of Daniel Dennett’s intentional stance or a theory of rational
action? Tadeusz Zawidzki challenges us to answer these questions.

Elsewhere (2012), Zawidzki proposes that reflection on Dennett’s inten-
tional stance might enable us to better understand what mental states are
from the perspective of a mindreader. This is an illuminating idea and we
half agree. In particular, we agree that being a mindreader does not necessar-
ily involve much in the way of metaphysical commitments. But we disagree
about causation. Dennett emphasises how mental state ascription is bound
up with predicting actions but ignores or denies its importance for manipu-
lating others’ actions. We guess that theories of mind, whether minimal or
not, are typically used not only to encode and predict but also to manipulate
others’ actions, as in preventing a competitor from stealing food by ensuring
she lacks a correct registration of its location. And this, we think, calls for
theories of mind that treat mental states as causes of actions (see section 5
on page 11). This is one reason why we tentatively reject the claim that min-
dreading can be described as taking the intentional stance in Dennett’s and
Zawidzki’s sense.

A further concern applies to both the intentional stance and a theory of
rational action. As Zawidzki emphasises (2011; 2012), using either of these
involves identifying what it would be most rational to do in different situa-
tions. But what it is most rational to do can depend on arbitrary features of
a situation in arbitrarily complex ways. So it may be that the way these two,
the intentional stance and the theory of rational action, appeal to rationality
makes them unsuitable as tools for explaining how abilities to track beliefs
could be cognitively efficient. On the other hand, as Zawidzki observes (2011,
p. 492), the conjecture that infants use a theory of rational action generates
predictions which have been confirmed.

Zawidzki (2011) has also defended the view that infants are not min-
dreading but rather applying a theory of rational action along the lines of that
described by Gergely & Csibra (2003). There are two questions we should
answer here. One is whether our minimal theory of mind is really different
from Zawidzki’s enhanced theory of rational action. This is something we
have already indirectly touched on in Section 3.2 on page 7. So let us now
take for granted that the differences between the two theories, our minimal
theory of mind and Zawidzki’s enhanced theory of rational action, are clear
enough. The second question is, Why favour the conjecture that infants (or
anyone else) uses minimal theory of mind over the conjecture that they use
an enhanced theory of rational action?

Let us step back from minimal theory of mind for a moment. Our two-
systems view says that humans’ abilities to track beliefs and other mental
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states involve two (or more) systems. Now we suppose that tracking mental
states does not necessarily involve representing mental states (see Section 4
on page 10). So we agree with Zawidzki that being committed to multiple
systems does not force us to think of cognitively efficient systems as involv-
ing representations of mental states. Further, he has argued that a theory of
rational action could support abilities to track beliefs in an interesting range
of cases (Zawidzki 2011). So we do not think that there is any narrowly the-
oretical reason to favour a conjecture about minimal theory of mind over
an alternative theory of rational action. One good way to decide between
these two would involve identifying and testing signature limits of the two
theories. In conjecturing that infants’ mindreading involves minimal theory
of mind, we are betting on its limits. Were are betting that it is more limited
than some suppose but less limited that Zawidzki and others think.

8. Infants vs Scrub-jays (SS)

Suppose that some mindreading in infants, adults and non-human animals
is cognitively efficient, and that it is cognitively efficient in part because it
involves something like minimal theory of mind. More carefully, suppose
that it is cognitively efficient in part because it involves a theory of mind
that is crude and unsophisticated relative to that employed by many human
adults at their most reflective. Shannon Spaulding argues that we cannot
simply take for granted that infants, adults and non-human animals all use
the same (minimal) theory of mind.

We agree, and did not intended to make this claim. Rather, our obser-
vation is that evidence of mindreading in non-human animals, human in-
fants, and adults under cognitive load leads to the same question: How could
mindreading be efficient enough for these different groups that have lim-
ited cognitive resources? We offer minimal theory of mind as a systematic,
computational-level account of how this might be possible. But this does not
entail that infants, adults and non-human animals have the same cognitive
apparatus for two reasons. First, as Spaulding notes, it is possible to con-
struct variations of the minimal theory of mind we describe. Variations can
be characterised by adding and removing principles, and using alternative
basic units to those we chose (objects and locations). Second, the very same
minimal theory of mind could be implemented in different ways in different
groups.

This diversity of possibilities means we are not making the strong as-
sumption that Spaulding warns against, but it also leads to the formidable
challenge of deciding whether the theory of mind of an infant is the same as,
similar to or different from that of a chimpanzee, scrub jay or a human adult
under cognitive load. For this reason we think that signature limits—which
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have not received much attention in research on mindreading—are particu-
larly valuable. Different theories of mind will yield different signature lim-
its, as will different ways of implementing a single theory of mind. So if it
turned out that infants and scrub jays showed the same signature limits on
their mindreading abilities we would have a basis for thinking that they were
not only both mindreading, but also using roughly the same theory of mind.
Of course, since their last common ancestor would have been a lizard-like
amniote some 300 million years ago who probably lacked minimal theory of
mind, we would bet that this was the product of convergence rather than
common heritage.

9. Conclusion

We are much indebted to Hannes, Shannon and Tad for their objections and
suggestions. There is quite a bit more to say than we have written here, and
their comments will keep us thinking for some time. We hope the discussion
will enable us to better understand how to deal with objections and further
refine our position.
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